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• 2 books 
• 3 proceedings (editor) Best Teacher’s Award

Top Publications Spin Off & 
Start Up



in vitro

in vivo



Agile Software Engineering 
— 

Opportunities for Industry 4.0



Cyber Physical Systems
• sensors 

• … enumerable 

• moves 
• … efficiently 

• physics 
• … modelling 

• manufacturing 
• … industrially viable

smart !



Smart 
Logistics

Smart  
Agriculture



Industry 4.0 Internet of 
Things



variability 
"lot size 1"

safety 
IEC 62061 (mechatronics)  
RTCA/DO-178C (avionics) 

IEC 62304 (medical) 
ISO 26262 (automotive)

agility 
rapid customer feedback 

faster release cycles



Six decades into the computer revolution, four 
decades since the invention of the microprocessor, 

and two decades into the rise of the modern Internet, 
all of the technology required to transform industries 

through software finally works and can be widely 
delivered at global scale.
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Continuous Integration / Deployment

<<Breaking the Build>>
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Figure 1. Timeline of FireFox versions.

channels are respectively 100,000 for NIGHTLY, 1 million
for AURORA, 10 million for BETA and 100+ millions for
a major Firefox version [11]. NIGHTLY reaches Firefox
developers and contributors, while other channels (i.e., AU-
RORA and BETA) recruit external users for testing. The
source code on AURORA is tested by web developers who
are interested in the latest standards, and by Firefox add-on
developers who are willing to experiment with new browser
APIs. The BETA channel is tested by Firefox’s regular beta
testers.

Each version of Firefox in any channel embeds an auto-
mated crash reporting tool, i.e., the Mozilla Crash Reporter,
to monitor the quality of Firefox across all four channels.
Whenever Firefox crashes on a user’s machine, the Mozilla
Crash Reporter [12] collects information about the event
and sends a detailed crash report to the Socorro crash
report server. Such a crash-report includes the stack trace
of the failing thread and other information about a user
environment, such as the operating system, the version of
Firefox, the installation time, and a list of plug-ins installed.

Socorro groups similar crash-reports into crash-types.
These crash-types are then ranked by their frequency of
occurrence by the Mozilla quality assurance teams. For the
top crash-types, testers file bugs in Bugzilla and link them to
the corresponding crash-type in the Socorro server. Multiple
bugs can be filed for a single crash-type and multiple crash-
types can be associated with the same bug. For each crash-
type, the Socorro server provides a crash-type summary, i.e.,
a list of the crash-reports of the crash-type and a set of bugs
that have been filed for the crash-type.

Firefox users can also submit bug reports in Bugzilla
manually. A bug report contains detailed semantic infor-
mation about a bug, such as the bug open date, the last
modification date, and the bug status. The bugs are triaged

by bug triaging developers and assigned for fixing. When
a developer fixes a bug, he typically submits a patch to
Bugzilla. Once approved, the patch code is integrated into
the source code of Firefox on the corresponding channel and
migrated through the other channels for release. Bugs that
take too long to get fixed and hence miss a scheduled release
are picked up by the next release’s channel.

III. STUDY DESIGN

This section presents the design of our case study, which
aims to address the following three research questions:

1) Does the length of the release cycle affect the software
quality?

2) Does the length of the release cycle affect the fixing
of bugs?

3) Does the length of the release cycle affect software
updates?

A. Data Collection

In this study, we analyze all versions of Firefox that were
released in the period from January 01, 2010 to December
21, 2011. In total, we study 25 alpha versions, 25 beta
versions, 29 minor versions and 7 major versions that were
released within a period of one year before or after the
move to a rapid release model. Firefox 3.6, Firefox 4 and
their subsequent minor versions were developed following
a traditional release cycle with an average cycle time of
52 weeks between the major version releases and 4 weeks
between the minor version releases. Firefox 5, 6, 7, 8, 9
and their subsequent minor versions followed a rapid release
model with an average release time interval of 6 weeks
between the major releases and 2 weeks between the minor
releases. Table I shows additional descriptive statistics of the
different versions.
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✓ bugs are fixed faster 
(but … harder bugs propagated to later releases) 

✓ amount of pre- & post-release bugs ± the same 
✓ the program crashes earlier 

(perhaps due to recent features)
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channels are respectively 100,000 for NIGHTLY, 1 million
for AURORA, 10 million for BETA and 100+ millions for
a major Firefox version [11]. NIGHTLY reaches Firefox
developers and contributors, while other channels (i.e., AU-
RORA and BETA) recruit external users for testing. The
source code on AURORA is tested by web developers who
are interested in the latest standards, and by Firefox add-on
developers who are willing to experiment with new browser
APIs. The BETA channel is tested by Firefox’s regular beta
testers.

Each version of Firefox in any channel embeds an auto-
mated crash reporting tool, i.e., the Mozilla Crash Reporter,
to monitor the quality of Firefox across all four channels.
Whenever Firefox crashes on a user’s machine, the Mozilla
Crash Reporter [12] collects information about the event
and sends a detailed crash report to the Socorro crash
report server. Such a crash-report includes the stack trace
of the failing thread and other information about a user
environment, such as the operating system, the version of
Firefox, the installation time, and a list of plug-ins installed.

Socorro groups similar crash-reports into crash-types.
These crash-types are then ranked by their frequency of
occurrence by the Mozilla quality assurance teams. For the
top crash-types, testers file bugs in Bugzilla and link them to
the corresponding crash-type in the Socorro server. Multiple
bugs can be filed for a single crash-type and multiple crash-
types can be associated with the same bug. For each crash-
type, the Socorro server provides a crash-type summary, i.e.,
a list of the crash-reports of the crash-type and a set of bugs
that have been filed for the crash-type.

Firefox users can also submit bug reports in Bugzilla
manually. A bug report contains detailed semantic infor-
mation about a bug, such as the bug open date, the last
modification date, and the bug status. The bugs are triaged

by bug triaging developers and assigned for fixing. When
a developer fixes a bug, he typically submits a patch to
Bugzilla. Once approved, the patch code is integrated into
the source code of Firefox on the corresponding channel and
migrated through the other channels for release. Bugs that
take too long to get fixed and hence miss a scheduled release
are picked up by the next release’s channel.

III. STUDY DESIGN

This section presents the design of our case study, which
aims to address the following three research questions:

1) Does the length of the release cycle affect the software
quality?

2) Does the length of the release cycle affect the fixing
of bugs?

3) Does the length of the release cycle affect software
updates?

A. Data Collection

In this study, we analyze all versions of Firefox that were
released in the period from January 01, 2010 to December
21, 2011. In total, we study 25 alpha versions, 25 beta
versions, 29 minor versions and 7 major versions that were
released within a period of one year before or after the
move to a rapid release model. Firefox 3.6, Firefox 4 and
their subsequent minor versions were developed following
a traditional release cycle with an average cycle time of
52 weeks between the major version releases and 4 weeks
between the minor version releases. Firefox 5, 6, 7, 8, 9
and their subsequent minor versions followed a rapid release
model with an average release time interval of 6 weeks
between the major releases and 2 weeks between the minor
releases. Table I shows additional descriptive statistics of the
different versions.

We studied the following three research questions:
RQ1) Does the length of the release cycle affect the

software quality?
There is only a negligible difference in the number
of post-release bugs when we control for the time
interval between subsequent release dates. However,
the median uptime is significantly lower for versions
developed in short release cycles, i.e., failures seem
to occur faster at run-time.

RQ2) Does the length of the release cycle affect the fixing
of bugs?

Bugs are fixed significantly faster for versions devel-
oped in a rapid release model.

RQ3) Does the length of the release cycle affect software
updates?

Versions developed in a rapid release model are
adopted faster by customers, i.e., the proportion of
customers running outdated versions that possibly
contain closed security holes is reduced.

A better understanding of the impact of the release cycle
on software quality will help decision makers in software
companies to find the right balance between the delivery
speed (release cycle) of new features and the quality of their
software.

The rest of the paper is organized as follows. Section II
provides some background on Mozilla Firefox. Section III
describes the design of our study and Section IV discusses
the results. Section V discusses threats to the validity of our
study. Section VI discusses the related literature on release
cycles and software quality. Finally, Section VII concludes
the paper and outlines future work.

II. MOZILLA FIREFOX

Firefox is an open source web browser developed by the
Mozilla Corporation. It is currently the third most widely
used browser, with approximately 25% usage share world-
wide [7]. Firefox 1.0 was released in November 2004 and
the latest version, Firefox 9, was released on December 20,
2011. Figure 1(a) shows the release dates of major Firefox
versions. Firefox followed a traditional release model until
version 4.0 (March 2011). Afterwards, Firefox adopted a
rapid release model to speed up the delivery of its new
features. This was partly done to compete with Google
Chrome’s rapid release model [8], [9], which was eroding
Firefox’s user base. The next subsections discuss the Firefox
development and quality control processes.

A. Development Process
Before March 2011, FireFox supported multiple releases

in parallel, not only the last major release. Every version of
FireFox was followed by a series of minor versions, each
containing bug fixes or minor updates over the previous
version. These minor versions continued even after a new

5.0 NIGHTLY 6.0 NIGHTLY 7.0 NIGHTLY 8.0 NIGHTLY

5.0 AURORA 6.0 AURORA 7.0 AURORA

5.0 BETA 6.0 BETA

5.0 MAIN

New Feature Development

6 Weeks 6 Weeks 6 Weeks 6 Weeks

Figure 2. Development and Release Process of Mozilla Firefox

major release was made. Figure 1(b) shows the release dates
of the minor versions of Firefox.

With the advent of shorter release cycles in March 2011,
new features need to be tested and delivered to users faster.
To achieve this goal, Firefox changed its development pro-
cess. First, versions are no longer supported in parallel, i.e.,
a new version supersedes the previous ones. Second, every
FireFox version now flows through four release channels:
NIGHTLY, AURORA, BETA and MAIN. The versions
move from one channel to the next every 6 weeks [10].
To date, five major versions of Firefox (i.e., 5.0, 6.0, 7.0,
8.0, 9.0) have finished the new rapid release model.

Figure 2 illustrates the current development and release
process of Firefox. The NIGHTLY channel integrates new
features from the developers’ source code repositories as
soon as the features are ready. The AURORA channel
inherits new features from NIGHTLY at regular intervals
(i.e., every 6 weeks). The features that need more work are
disabled and left for the next import cycle into AURORA.
The BETA channel receives only new AURORA features
that are scheduled by management for the next Firefox
release. Finally, mature BETA features make it into MAIN.
Note that at any given time (independent from the 6 week
release schedule) unscheduled releases may be performed to
address critical security or stability issues.

Firefox basically follows a pipelined development pro-
cess. At the same time as the source code of one release
is imported from the NIGHTLY channel into the AURORA
channels, the source code of the next release is imported
into the NIGHTLY channel. Consequently, four consecutive
releases of Firefox migrate through Mozilla’s NIGHTLY,
AURORA, BETA, and MAIN channels at any given time.
Figure 2 illustrates this migration.

B. Quality Control Process

One of the main reasons for splitting Firefox’ develop-
ment process into pipelined channels is to enable incre-
mental quality control. As changes make their way through
the release process, each channel makes the source code
available for testing to a ten-fold larger group of users.
The estimated number of contributors and end users on the



Version Control 
• CVS, Subversion, Git, … 
• Rational ClearCase 
• Perforce,  
• Visual Source Safe 
• … 

Issue Tracking 
• Bugzilla 
• BugTracker.NET 
• ClearQuest 
• JIRA 
• Mant 
• Visual Studio Team Foundation 

Server 
• … 

Automate the Build 
• make 
• Ant, Maven 
• MSBuild 
• OpenMake 
• Build Forge 
• … 

Automated Testing 
• HP QuickTest Professional 
• IBM Rational Functional Tester 
• Maveryx 
• Selenium 
• TestComplete 
• Visual Studio Test Professional

 Microsoft 2010 
• …

… mailing archives, newsgroups, chat-boxes, facebook, twitter, …

All of a sudden empirical research has 
what any empirical science needs: a 
large corpus of objects to analyze. 

[Bertrand Meyer's technology blog]

Software Repositories & Archives
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Mutation Testing
mutators

&&
++
>
…

||
- -
>=
…

public static int search(int key, int[] a) { 
        int lo = 0; 
        int hi = a.length - 1; 
        while (lo <= hi) { 
            // Key is in a[lo..hi] or not present. 
            int mid = lo + (hi - lo) / 2; 
            if      (key < a[mid]) hi = mid - 1; 
            else if (key > a[mid]) lo = mid + 1; 
            else return mid; 
        } 
        return -1; 
    }

source code

+

public static int search(int key, int[] a) { 
        int lo = 0; 
        int hi = a.length - 1; 
        while (lo <= hi) { 
            // Key is in a[lo..hi] or not present. 
            int mid = lo + (hi - lo) / 2; 
            if      (key <= a[mid]) hi = mid - 1; 
            else if (key > a[mid]) lo = mid + 1; 
            else return mid; 
        } 
        return -1; 
    }

public static int search(int key, int[] a) { 
        int lo = 0; 
        int hi = a.length - 1; 
        while (lo <= hi) { 
            // Key is in a[lo..hi] or not present. 
            int mid = lo + (hi - lo) / 2; 
            if      (key < a[mid]) hi = mid - 1; 
            else if (key >= a[mid]) lo = mid + 1; 
            else return mid; 
        } 
        return -1; 
    }

mutant1 mutant 2



Branch Coverage vs. 
Mutation Coverage

5.2. ANALYSIS OF THE RESULTS 33

Figure 5.1: Mutation coverage results of classes in Segmentation component
sorted in decreasing order

Figure 5.2: Mutation coverage results of classes in Segmentation component
sorted by branch coverage
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Unit tests only !



Spectrum Based Fault Localisation
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Estimating “Time to Fix”

Optimistic Case

Average Case

Worst Case



Planning Poker



Human  
MMRE: 0.48

Student Work

Learning Curve



Emotion Analysis
“you’re one of the  

worst offenders”

“scolding people [...] is not likely to encourage  

people [...]  to become senior developers”

“It’s been too 
scary for years”

“I like offending 
people, because I 
think people who get 
offended should be 
offended”



Emotion Analysis — Results
Can human raters agree on the presence or 

absence of emotions in issue reports?
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1 on 1 conversation with each one of you

Week x: we make an appointment 
Send a couple of key papers in advance 

Week x+ 1: We discuss the past, present & future 
of your career
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Dry-run review of  program committee
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Publish (or perish)
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Co-author on your paper

I will rewrite your abstract / intro / conclusion
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Back-in time simulation: effectiveness of mutation testing
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Joint Project 2
 A+++
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Su
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Functional Tests 
Examples 
Story Tests 
Prototypes 
Simulation

Exploratory Testing 
Scenarios 

Usability Testing 
Acceptance Testing 

Alpha / Beta

Unit Tests 
Component Tests

Performance Testing 
Load Testing 

Security Testing 
“ility” Testing

Technology Facing

Business Facing

C
ritique Product

Automated & Manual Manual

Automated Tools

Extend 
Defects4J
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